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Abstract Dust devils are convective vortices with a vertical axis of rotation made visible by lifted soil
particles. Currently, there is great uncertainty about the extent to which dust devils contribute to the
atmospheric aerosol input and thereby influence Earth's radiation budget. Past efforts to quantify the
aerosol transport and study their formation, maintenance, and statistics using large-eddy simulation (LES)
have been of limited success. Therefore, some important features of dust devil-like vortices simulated with
LES still do not compare well with those of observed ones. One major difference is the simulated value of
the core pressure drop, which is almost 1 order of magnitude smaller compared to the observed range of
250 to 450 Pa. However, most of the existing numerical simulations are based on highly idealized setups
and coarse grid spacings. In this study, we investigate the effects of various factors on the simulated vortex
strength with high-resolution LES. For the fist time, we are able to reproduce observed core pressures by
using a high spatial resolution of 2 m, a model setup with moderate background wind and a spatially
heterogeneous surface heat flux. It is found that vortices mainly appear at the lines of horizontal flow
convergence above the centers of the strongly heated patches, which is in contrast to some older
observations in which vortices seemed to be created along the patch edges.

1. Introduction
Dust devils are convective vortices with a vertical axis and the capability to lift dust. This capability makes
dust devils not only an interesting optical phenomenon but also an important part of the climate system:
Dust devils are known to increase the transport of dust from the surface to the atmosphere by several orders
of magnitude compared to their background values of the dust flux (Renno et al., 2004). Therefore, dust
devils have to be considered in the global dust budget with commensurate influences on cloud formation
processes, the global radiation budget, or the water and carbon cycle (Shao et al., 2011). However, the contri-
bution that dust devils have to the global dust budget is still under debate (e.g., Jemmett-Smith et al., 2015;
Koch & Renno, 2005). To quantify the different effects of the aerosol transport through dust devils into the
atmosphere, sufficient statistics on the occurrence and strength of dust devils are required. But the deriva-
tion of these statistics is rather difficult. First, observations suffer from the erratic occurrence of dust devils
and the limited area, which can be reliably monitored (e.g., Lorenz, 2014). Second, numerical simulations,
from which the deviation of these statistics would be straightforward, have not been able to reproduce dust
devils of observed intensities (e.g., Kanak, 2006). In particular, the highest simulated core pressure drop of
72.4 Pa (Raasch & Franke, 2011) is still almost 1 order of magnitude smaller than typically observed values
in the range of 250 to 450 Pa (Sinclair, 1973; Kanak, 2005, 2006). Thus, the main objective of this study is the
identification of reasons for this deviation of numerical simulations from observations and, consequently,
the simulation of dust devils of observed intensity.

Large-eddy simulation (LES) models are the most common method for simulating the development of dust
devils in the convective boundary layer (CBL; e.g., Gheynani & Taylor, 2010; Kanak, 2005; Kanak et al., 2000;
Ito et al., 2013; Raasch & Franke, 2011). For this task, the simulations have to fulfill two demands. First,
they have to simulate a domain sufficiently large enough to represent the cellular pattern of convection,
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whose vertices are believed to be necessary for the generation of dust devils (e.g., Kanak, 2005; Raasch &
Franke, 2011). And second, they have to resolve dust devils themselves by a sufficiently fine resolution. To
cover both needs, a model domain of a couple of kilometers in each horizontal direction and a grid spacing
in the order of tens of meters or less are necessary. In this way, however, a dust devil is resolved by a couple
of grid points only. Structures on these scales are just partly resolved (e.g., Sagaut, 2006, Chapter 7), giving
a possible explanation for the deviation between simulations and observations. Accordingly, this study will
analyze how the grid spacing affects the intensity of simulated dust devils first.

Furthermore, the effect of the simulated environment in which the dust devils will develop is investigated.
In past dust devil simulations, setups have been highly idealized, neglecting background winds and hetero-
geneous surface heating (e.g., Kanak et al., 2000; Ohno & Takemi, 2010). In fact, these are conditions rarely
found in nature, and previous studies show that these parameters may affect the occurrence and strength of
dust devils significantly. For instance, LES of Raasch and Franke (2011) showed that moderate background
winds enhance and intensify the formation of dust devil-like vortices, whereas strong background winds
decrease their occurrence in accordance with observations (Sinclair, 1969). Moreover, Sinclair (1969) and
Renno et al. (2004) observed that heterogeneous surfaces, caused by different patterns of heating or surface
roughness, affect the formation of dust devils, too. Rugged terrain, such as mountains, prevents dust dev-
ils from developing, while heterogeneous conditions, such as hills or dry riverbeds, can be favorable. Both
effects, background winds and the pattern of surface heating, will be studied in the following.

All in all, this study will offer an overview of several factors affecting the strength of simulated dust devils,
aiming the first simulation of dust devils of observed intensity. In addition, the first LES especially designed
for investigating the impact of heterogeneities on the intensity of dust devils is introduced. In the follow-
ing, the term dust devil refers to all convective vortices exceeding certain core pressure drop and vorticity
thresholds (section 2.2). Furthermore, vortex, dust devil, and dust devil-like vortex are used as synonyms.
The paper is structured as follows. The applied simulation setups and analysis methods are described in
section 2. The results are presented in section 3. A summary concludes this study in section 4.

2. Methodology
All simulations are carried out with the Parallelized Large-Eddy Simulation Model (PALM; Maronga
et al., 2015), which solves the nonhydrostatic, filtered, incompressible Navier-Stokes equations in
Boussinesq-approximated form and an additional transport equation for potential temperature. Time step-
ping is based on a third-order Runge-Kutta scheme (Williamson, 1980); advection is approximated by a
fifth-order scheme by Wicker and Skamarock (2002). In addition, subgrid-scale mixing is parameterized
based on a 1.5th-order closure after Deardorff (1980). PALM uses the modified version of Moeng and
Wyngaard (1988) and Saiki et al. (2000).

The application of the Boussinesq-approximation requires incompressibility of the flow, which is not sat-
isfied by the numerical integration of the governing equation used in PALM. Hence, a predictor-corrector
method (Patrinos & Kistler, 1977) is used, in which a Poisson equation for the so-called perturbation pres-
sure is solved, guaranteeing the incompressibility of the flow. In case of horizontally homogeneous heating
the absolute value of the perturbation pressure is interpreted as the pressure drop within dust devils as it is
done similarly in studies of, for example, Kanak et al. (2000), Kanak (2005), and Raasch and Franke (2011).
However, for the simulations with heterogeneous heating, where mean pressure gradients along the het-
erogeneity arise (see section 3.4), a different interpretation of the perturbation pressure is required. Instead
of absolute values, relative values of the perturbation pressure with respect to the instantaneous average
along the homogeneous direction are interpreted as the pressure drop (see section 2.2 for a more detailed
explanation).

Due to their inherent errors, the application of a suitable advection scheme is mandatory to allow a suffi-
cient development of small-scale phenomena like dust devils, covering only a couple of grid points. Usually,
schemes of odd order of accuracy are dominated by numerical diffusion, damping small-scale features of the
flow. Numerical dispersion is predominantly occurring for schemes of even order. It provokes instabilities
(also known as wiggles) in the vicinity of strong gradients (Hirsch, 2007, Chapter 8; Durran, 2010, Chapter
3), being inherent features of dust devil centers. Therefore, an artificial increase of the collapse of dust dev-
ils through numerical dispersion has been observed in our simulations if a second-order advection scheme
by Piacsek and Williams (1970) is used (not shown). To avoid this, high-order and less dispersive advec-
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Figure 1. Horizontally and temporally averaged profiles of the potential temperature (left) and sensible heat flux
(right) for four different simulation times derived from HO. The initial profile of the potential temperature is indicated
by the solid line.

tion schemes are necessary, like the fifth-order scheme by Wicker and Skamarock (2002). It is based on an
approximation of the advection term of even accuracy (viz., sixth order), which causes numerical disper-
sion. Due to the addition of an artificial dissipation term, the order of the scheme is reduced by one and the
wiggles produced by the dispersion error are damped by numerical diffusion. Thus, a better representation
of vortices and the associated strong gradients can be reached in comparison to the second-order scheme by
Piacsek and Williams (1970), used in an earlier LES study on dust devils by Raasch and Franke (2011).

2.1. General Setup
For this study, several different simulations of a dry atmospheric boundary layer have been conducted.
This subsection will give an overview of their initialization. In all simulations with homogeneous heat-
ing, a CBL is simulated by prescribing a constant sensible surface heat flux of 0.24 K·m·s−1 (approximately
285 W/m2), which is a typical value for clear-sky situations in the middle latitudes during the afternoon in
spring and summer (e.g., Cellier et al., 1996; Parlow, 2003). For the heterogeneous simulation, this heat flux
is split in two equally sized rectangles of 0.12 K·m·s−1 (140 W/m2) and 0.36 K·m·s−1 (430 W/m2), resulting
in a domain-averaged flux of 0.24 K·m·s−1 (285 W/m2) as applied in the homogeneous simulations. An ide-
alized profile of potential temperature is specified at the beginning of the simulation featuring a constant
value of 300 K up to 700 m followed by a capping inversion of 0.02 K/m (see Figure 1). Well above the cap-
ping inversion a sponge layer is applied, where Rayleigh damping reduces spurious reflections of vertically
propagating waves. The horizontal wind components are initialized by using a height-constant geostrophic
wind, being a synonym for the background wind in the following. To trigger off the onset of convection,
random perturbations are imposed on the horizontal velocity field at the beginning of the simulation.

At the bottom boundary, a no-slip condition is prescribed for the horizontal wind components. A free-slip
condition is used at the top boundary. In addition, doubly periodic boundary conditions are used. For calcu-
lating the momentum flux at the surface, a constant flux layer is assumed as the boundary condition between
the surface and the first grid level, using Monin-Obukhov similarity theory. This requires a value for the
roughness length, which is set to 0.1 m (typical for rural areas). The Coriolis parameter is set to 1.26×10−4 s−1

corresponding to a latitude of 52◦.

A quadratic model domain of 4×4 km2 is applied in the horizontal directions to resolve the pattern of convec-
tive cells adequately. As stated in section 1, this is necessary since the vertices of these cells are the primary
source for the formation of dust devils and have to be resolved for a successful simulation of dust devils (e.g.,
Kanak, 2005; Raasch & Franke, 2011). The height of the model domain is located well above the inversion
(1,900–2,100 m) to not interact with the growing CBL. Above 1,200 m, the vertical grid spacing is stretched.
Very high resolution LES of 2-m grid spacing are carried out for selected simulations. Most simulations, how-
ever, are conducted with a (still relatively high) resolution of 10 m as a compromise between resolution and
computing costs. The simulated time is restricted to 14,400 s. This is a further compromise between compu-
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Table 1
Summary of Characteristics of the Conducted Simulations

Simulation Domain size Number of Grid spacing Wind speed Wind Heterogeneity
name Lx × Ly × Lz (m3) grid points (m) (m/s) direction (width in kilometers)

HO 4,000× 4,000× 1,950 400× 400× 144 10 0 — no
HOhf 4,000× 4,000× 1,950 400× 400× 144 10 0 — no
HOhr 4,000× 4,000× 1,782 2,000× 2,000× 640 2 0 — no
HOu2.5 4,000× 4,000× 1,950 400× 400× 144 10 2.5 x no
HOu5 4,000× 4,000× 1,950 400× 400× 144 10 5 x no
HOu7.5 4,000× 4,000× 1,950 400× 400× 144 10 7.5 x no
HOu10 4,000× 4,000× 1,950 400× 400× 144 10 10 x no
HE 4,000× 4,000× 1,950 400× 400× 144 10 0 — yes (4)
HE2 4,000× 4,000× 1,950 400× 400× 144 10 0 — yes (2)
HE8 8,000× 4,000× 1,950 800× 400× 144 10 0 — yes (8)
HE16 16,000× 4,000× 1,950 1,600× 400× 144 10 0 — yes (16)
HEv5 4,000× 4,000× 1,950 400× 400× 144 10 2.5 y yes (4)
HEv5hr 4,000× 4,000× 1,782 2,000× 2000× 640 2 5 y yes (4)

Note. HE = heterogeneous; HO = homogeneous.

tational costs and providing sufficient dust devil statistics that heavily depends on the resolution, domain
size, and simulated time.

An overview of all conducted simulations is given in Table 1, stating varied parameters: domain size,
number of grid points, grid spacing, wind speed, wind direction, and pattern of heating (homoge-
neous/heterogeneous with different widths of the heterogeneity). Moreover, the table assigns a name to
each simulation, which will be used as a reference in the following. The first part of the name indicates
homogeneous (“HO”) or heterogeneous (“HE”) simulations. Then, if a background wind is imposed, the
wind direction (“u” / “v” for the wind in x or y directions, respectively) and the absolute value of the wind
speed (m/s) are given. If applicable, special characteristics of the simulation like an increased heat flux, dif-
ferent widths of the heterogeneity, or the resolution are indicated at the end of the name: “hr” stands for
“high-resolution simulation” with a grid spacing of 2 m, “hf' stands for “high heat flux” with a sensible heat
flux of 0.36 K·m·s−1.

2.2. Vortex Detection and Analysis
For vortex detection, the same algorithm as developed and used by Raasch and Franke (2011) is applied.
This subsection will briefly summarize this algorithm and mention changes and additions that have been
necessary for this study. The reader is referred to Raasch and Franke (2011) for a more detailed description.

Vortices are detected at the first computational grid point above the surface by identifying local maxima (or
relative maxima in case of heterogeneous simulations) of the absolute value of perturbation pressure drop|p| and the absolute value of vorticity, which describes the vertical component of rotation of the velocity field

|𝜁 | = |||| 𝜕v
𝜕x

− 𝜕u
𝜕𝑦

|||| , (1)

where u and v are the horizontal velocity components in x and y directions, respectively. For simula-
tions with heterogeneous heating (see section 3.4), values of the perturbation pressure drop relative to the
instantaneous average along y (homogeneous direction) are considered. This is due to the fact that with
heterogeneous heating along x a secondary circulation parallel to the x axis develops, which is caused by
a large-scale negative perturbation pressure drop over the stronger heated area and positive perturbation
pressure drop over the less heated region. Thus, the mean reference perturbation pressure is not 0 anymore.
Typical values for the mean reference perturbation pressure are several pascals (e.g., Letzel & Raasch, 2003).

For all simulations with a grid spacing of 10 m, a dust devil-like vortex is identified if |𝜁 | ≥ 0.087 s−1 and|p| ≥ 3.5 Pa, which would correspond to a tangential velocity at the dust devil's wall of 1.7 m/s and a wall
radius of 20 m (according to the Rankine vortex model, where the vortex wall corresponds with the maxi-
mum tangential velocity). At the same time, the pressure minimum needs to be located at the maximum of
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the vorticity or at an adjacent grid point. This takes into account that the location of the pressure minimum
and the axis of rotation can be slightly different. The applied thresholds correspond to 5 times the standard
deviation of vorticity and 3 times the standard deviation of perturbation pressure. The standard deviation is
calculated from HO (or HOhr for the high-resolution LES) using an instantaneous horizontal cross section
taken from the analysis height after 4 hr of simulation time. This procedure is in good agreement with other
dust devil detection algorithms (e.g., Nishizawa et al., 2016).

The used thresholds for detecting dust devils seems to be quite low compared to observational data. For
example, a pressure value of at least 30 Pa is necessary to lift dust under ideal conditions (Lorenz, 2014).
Low values, however, are necessary to record almost the entire life cycle of the vortex. Nevertheless, the very
initial and very last phase of a dust devil's life cannot be recorded. The selection of the thresholds is also a
compromise between getting a sufficiently large amount of data for analysis and eliminating the random
noise of noncoherent turbulence as much as possible. Since the high-resolution LES (2-m grid spacing) tend
to produce dust devils of higher intensity, the threshold values are |𝜁 | ≥ 0.32 s−1 (5 times the standard
deviation) and |p| ≥ 3.5 Pa (3 times the standard deviation) for these runs. The different thresholds for
different grid spacings do not affect the comparability of the simulations since we are mainly interested in
intense dust devils, which feature most of the time much higher values than the applied threshold values.

For dust devil track analysis, the vortex center identified at a certain model time step is connected to a vortex
center at the following time step (or the time step after that) if the distance between both is less or equal
than two grid points. Allowing the vortex to be not detected at the following (first) time step but at the time
step thereafter (second time step) takes into account that the vorticity or the perturbation pressure could be
momentarily just less than the threshold value. An additional criterion to avoid counting two different dust
devil centers to the same track is that the vorticity have to have the same sign at any time step of the track.
Sometimes several dust devil centers are detected in the vicinity of each other during one specific time step.
This might be the case for dust devils deviating strongly from a circular pattern resulting in several local
extrema that are erroneously identified as dust devil centers (or for the rare case of a dust devil consisting of
several vortices, which have also been observed in nature; Bluestein et al., 2004). To avoid counting a single
dust devil twice or more, the weaker vortex centers (rated by the core pressure drop) located within the
dust devils radius are rejected before track analysis. The vortex radius is determined from the tangentially
averaged pressure drop distribution around each center. The distance where the pressure drop is reduced to
50% of the core pressure drop is assumed to be the radius of the vortex. This radius criterion matches most
of the common vortex models, which try to define the dust devil structure analytically (e.g., Lorenz, 2014).

3. Results
Before advancing to the analysis of several parameters affecting the intensity of simulated dust devils, the
following subsection will give a general overview of the control simulation HO. Afterward, we will modify
HO's setup systematically to test the effect of grid spacing, background wind, and heterogeneities to work
out their individual impacts on the intensity of simulated dust devils.

3.1. Control Simulation HO
The general development of the CBL in HO can be generalized to all following simulations. Figure 1 displays
horizontally and temporally averaged vertical profiles of the potential temperature and the vertical sensible
heat flux at several points in time. In this study, time averaging will always refer to a period of 900 s before
the respective output time. The profiles indicate a well-mixed boundary layer growing in time. Due to the
heating from the surface, the lowest meters feature an unstable stratification, which is a necessary condition
for the development of dust devils (e.g., Sinclair, 1969). The vertical profiles of the sensible heat flux exhibit
the prescribed value of 0.24 K·m·s−1 at the surface, which decreases monotonically throughout the boundary
layer, indicating that the simulation has reached a quasi-stationary state after 1 hr. Earlier times (<2,700 s)
are considered as model spin-up and not analyzed.

The cellular pattern of the simulated CBL is visible in horizontal cross sections of the vertical velocity at
different heights after 10,800-s simulated time (Figure 2). The cells are dominated by high positive velocities
at the cell edges, whereas negative velocities cover the cell centers. For the applied horizontal domain size of
4×4 km2, about two to three dominant cells in each horizontal direction are represented (Figure 2, bottom).
Above one third of the boundary layer height, the polygonal structure changes to a pattern consisting of
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Figure 2. Horizontal cross sections of the instantaneous vertical velocity at 10 m (top) and 100 m (bottom) height after
10,800-s simulated time derived from simulation HO. Detected vortex centers are depicted as yellow dots.

several isolated plumes with strong updrafts and widespread downdrafts (not shown), which is a well-known
behavior of the CBL (e.g., Schmidt & Schumann, 1989).

At 10-m height, the vertical velocity exhibits a finer cellular pattern than at higher levels. However, the
locations of vortex centers (yellow dots) coincide well with the cell vertices where, due to the horizontal
convergence, higher vertical velocities arise than in the cell centers and several convergence lines merge.
This finding is in accordance with previous studies (e.g., Kanak, 2005; Raasch & Franke, 2011), which have
elaborated that the cell edges and especially the vertices are the primary location of dust devil generation.

The significant contribution of cell vertices to the development of vertical vortices is also confirmed by the
spatial distribution of dust devil tracks detected between 9,000 and 14,400 s (Figure 3): The tracks clearly
resemble the pattern of convective cells due to their preferential occurrence at the cell vertices and edges.
Overall, 1,952 vortex tracks were detected during this 1.5-hr period.

To further analyze how statistics change between the different simulations, some bulk characteristics are
compiled in Table 2, which lists, from left to right, the number of detected dust devils N, averaged lifetime 𝜏,
translation or migration speed vtmean

, radius rmean, maximum core pressure drop |p|max, maximum vorticity|𝜁 |max, and maximum tangential velocity ⟨utan⟩max. The overbar describes an average over all N detected
vortices, whereas the angle brackets refer to the maximum of a tangentially averaged value determined for
each dust devil center. The index “max” refers to the maximum value during the whole lifetime of one
specific vortex, and the index “mean” indicates a value averaged over the whole lifetime of a single vortex.
Besides, the standard deviations and the overall maximum values are shown in Table 2. For all the following
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Figure 3. Spatial distribution of all 1,952 vortex tracks between 9,000 and 14,400 s derived from simulation HO. Each
vortex center is represented by a dot. The color of the dot codes the simulated time at detection.

statistics, only vortices after the model spin-up (>2,700 s) with a lifetime of

𝜏 > max
(

120s,
2𝜋rmean⟨utan⟩mean

)
(2)

are considered. Equation (2) says that a vortex has to exist for at least 120 s and that an air parcel flowing
with ⟨utan⟩mean can circulate the vortex once or more during its lifetime. This procedure restricts the statistics
to the longer-lasting and thereby stronger dust devil-like vortices, which are much more relevant in the
discussion of simulating realistic maximum core pressure drops. Nevertheless, for the presentation of the
spatial distribution of dust devil-like vortices (e.g., Figure 3) each vortex track independent of its lifetime is
considered.

It should be mentioned here that the main reason for listing bulk properties is to afford others a better
comparison of their model results with this study. However, the focus of discussion and analysis is on the
maximum core pressure drop. For the mean value of this parameter, the confidence interval with a confi-
dence level of 95% is specified for each simulation in order to account for statistical significance. Simulation
HO shows a confidence interval of [8.71 Pa, 9.30 Pa]. In addition, no linear correlation could be found
between vortex radius and core pressure drop as well as between the vortex radius and its duration for each
of the following simulations. This is indicated by Pearson correlation coefficients, which are around 0.2 or
lower.

3.2. The Effect of Grid Spacing
To study the effect of grid resolution on the intensity of dust devils, the previously presented simulation
HO has been repeated with a grid spacing of 2 m instead of 10 m. This simulation (named HOhr) is almost
identical to the simulation comprehensively examined by Raasch and Franke (2011). The main differences
are (i) the applied fifth-order advection scheme by Wicker and Skamarock (2002) instead of the second-order
scheme by Piacsek and Williams (1970), and (ii) the extended simulation time from 1.5 to 4 hr.

Table 2
Dust Devil Characteristics Derived From Simulation HO

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
861 280 ± 184 0.94 ± 0.40 18.26 ± 3.45 9.01 ± 4.45 0.432 ± 0.094 2.31 ± 0.57

1,496 2.53 44.55 44.03 0.934 5.54

Note. The second row represents the maximum values with respect to all 861 dust devils fulfilling equation (2). HO =
homogeneous.
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Figure 4. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO (blue)
and HOhr (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. For HOhr, two lines
are shown, that indicate the different slopes of −1.72 and −1.21 mentioned in the text.

The general dynamics of the CBL, as described for HO, are also apparent in HOhr, including the cellular
pattern of convection and the generation of dust devil-like vortices at cell vertices and edges. However, the
vortices itself are much better resolved in HOhr, including their dynamics responsible for the generation of a
higher core pressure drop. This is shown in Figure 4, which displays the number of vortex tracks (satisfying
equation 2) as a function of each track's maximum core pressure drop for both simulations, HO and HOhr.
The axes are logarithmically scaled with a bin size ratio of about

√
2 as suggested by Lorenz and Jackson

(2016), who argued that this ratio is a good compromise between retaining enough data points to define the
function shape while keeping enough counts in each bin to avoid large counting errors. The

√
2 ratio is kept

constant in all subsequent plots using logarithmic binning. For HOhr, the most intense dust devils exhibit
a factor of 3 higher core pressure drops than in HO, and the total number of dust devil tracks satisfying
equation (2) increases by a factor of 4 (from 861 to 3,335). The increased number of vortices is purely related
to the better resolution of the dynamics in the CBL and would be even higher if the same detection thresholds
(3.5 Pa, 0.087 s−1) had been used. The most intense vortex shows a pressure drop of 138.64 Pa.

The decreasing number of vortex tracks with increasing maximum core pressure drop can be described by
a truncated power law starting from the bin with the highest number of detected vortex tracks (e.g., Lorenz
& Jackson, 2016; Nishizawa et al., 2016). The power law has the form

𝑓 (x; a, k) = axk, (3)

where a and k are constants and x describes the maximum core pressure drop. To fit the function f to the data
and determine the coefficients, nonlinear least squares analysis has been used. The resulting curves are also
illustrated in Figure 4 revealing a differential power law slope (k value) for the HO data of −2.16 and −1.21
for HOhr (−1.72 if the bin with the second highest number is used as a starting point), which correspond to
the range of slopes derived from observational data (−1 to −3; Lorenz, 2014; Lorenz & Jackson, 2016). It has
to be noted that the slope heavily depends on the selected starting point and the bin limits which vary from
plot to plot to kept the bin ratio constant. If, for example, the maximum number of detected vortex tracks is
not pronounced and therefore hard to define, several slopes are conceivable.

Table 3
Dust Devil Characteristics Derived From Simulation HOhr

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
3,335 210 ± 105 1.08 ± 0.39 4.69 ± 1.52 17.70 ± 11.91 2.76 ± 0.78 3.03 ± 0.57

995 2.75 26.06 138.64 7.76 9.0

Note. The second row represents the maximum values with respect to all 3,335 dust devils fulfilling equation (2).
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Figure 5. Horizontally and temporally averaged profiles of the horizontal velocity components u (left) and v (right) for
five different simulation times derived from HOu5.

Table 3 lists the most important statistical quantities for simulation HOhr, showing much higher values
of the averaged pressure drop maximum, vorticity maximum, and tangential velocity maximum compared
to HO. This consistent behavior can be well described by theoretical models like the Rankine vortex or
Burgers-Rott vortex model that put pressure drop, vorticity, and tangential velocity in relation (e.g., Alek-
seenko et al., 2007). The mean radius averaged over all detected vortices is much smaller compared to HO
but can be still described with about two grid points. The changes in the mean translation speed are compar-
atively low, whereas the averaged lifetime of a dust devil decreases from 280 to 210, which can be attributed
to the different detection thresholds in HO and HOhr as well as to the better resolution of small-scale,
short-lived structures. Finally, the confidence interval of the averaged pressure drop maximum is [17.29 Pa,
18.10 Pa].

The comparison between HO and HOhr shows that it is mandatory to decrease the grid spacing for a suc-
cessful simulation of dust devils. An even further reduction of the grid spacing might result in even higher
core pressure drops. This claim is supported by analyzing power spectral densities of the perturbation pres-
sure, potential temperature, and velocity components (not shown). The combination of the subgrid-scale
model dissipation and the numerical dissipation of the advection scheme strongly damps spatial scales less
than 4 times the grid spacing. Therefore, fluctuations on a scale of several meters are still heavily damped
in simulations with 2-m grid spacing, which requires even finer resolutions for an accurate study of dust
devils. For example, ultrahigh resolution dust devil simulations with a grid spacing of 0.1 m performed by
Gu et al. (2008) reproduced core pressure drops of 200 Pa. However, these simulations are not able to cover
the generation of dust devils by the dynamics of the boundary layer due to limited computing capabilities
restricting the modeling domain to a couple of hundreds of meters horizontally. Also in our study, comput-
ing capabilities prohibit a further reduction of grid spacing (e.g., the HOhr simulation demands 23-hr CPU
time on 6400 cores of a CRAY-XC40), and even a grid spacing of 2 m is too expensive for all simulations of
this study. Accordingly, we will receive our main conclusions on the effects of background wind and het-
erogeneities on the strength of dust devils from simulations using a 10-m grid spacing, before we return to
a 2-m grid spacing for the final simulation of our study.

3.3. The Effect of Background Wind
Previous studies suggest that light background winds are beneficial to dust devil formation in numerical
models (e.g., Raasch & Franke, 2011) and in the real atmosphere (e.g., Rafkin et al., 2016). A further increase
in background wind, however, turns the convective cells to a band-like pattern, therefore, inhibiting the
formation of dust devils (Raasch & Franke, 2011; Sinclair, 1969). To quantify the effect of background wind
on dust devil intensity, we impose different geostrophic winds of 2.5, 5.0, 7.5, and 10.0 m/s in x direction
(simulations HOu2.5, HOu5, HOu7.5, and HOu10).

In Figure 5, the evolving horizontally and temporally averaged vertical profiles of the horizontal wind
components are shown exemplarily for a geostrophic wind of 5.0 m/s.
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Figure 6. Horizontal cross sections of the instantaneous vertical velocity at 10 m (top) and 100 m (bottom) height after
10,800-s simulated time derived from simulation HOu7.5. Detected vortex centers are depicted as yellow dots.

The profiles indicate again a well-mixed boundary layer growing in time. Wind shear, known to significantly
influence dust devil development (e.g., Balme et al., 2003), is mainly apparent close to the ground and in
the entrainment zone near the inversion height. Above, the geostrophic balance is fulfilled. Furthermore,

Figure 7. Spatial distribution of all 9,111 vortex tracks between 9,000 and
14,400 s derived from simulation HOu5. Each vortex center is represented
by a dot. The color of the dot codes the simulated time at detection.

the wind direction changes according to the Ekman spiral from x axis par-
allel (270◦) above the inversion height to roughly 255◦ close to the ground
(after 4 hr). The profiles of HOu2.5, HOu7.5, and HOu10.0 show a similar
behavior.

For a geostrophic wind of 5.0 m/s, the vertical velocity exhibits a similar
convective cell pattern as shown in Figure 2 with vortex centers at the ver-
tices and branches of the cells. For a weaker geostrophic wind of 2.5 m/s
(simulation HOu2.5) the convective cell pattern is more pronounced than
in simulation HOu5 (not shown), while for stronger geostrophic winds
of 7.5 and 10.0 m/s the cell pattern is completely blurred and structures
appear to be elongated along the x direction (Figure 6 for HOu7.5).

The vortices move approximately in the direction of the mean
near-surface wind during the course of their lifetime. Thus, convective
cells (well pronounced in Figure 3) are blurred here completely, which
can be also seen from the spatial distribution of dust devil tracks derived
from simulation HOu5 (Figure 7). The averaged translation direction is
253◦. However, a single vortex can have deviations from the mean surface
wind direction of more than 30◦, with a standard deviation of migration
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Table 4
Dust Devil Characteristics Derived From Simulation HOu2.5, HOu5, HOu7.5, and HOu10

Simulation N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

name (s) (m/s) (m) (Pa) (s−1) (m/s)
HOu2.5 1,460 280 ± 190 2.1 ± 0.67 22.01 ± 5.50 10.18 ± 5.46 0.438 ± 0.106 2.40 ± 0.63

1,656 4.37 55.10 52.15 0.944 5.71
HOu5 1,889 258 ± 150 3.94 ± 0.75 26.37 ± 6.79 11.61 ± 6.03 0.438 ± 0.107 2.54 ± 0.65

1,398 6.11 81.20 51.06 0.947 5.78
HOu7.5 1,143 214 ± 98 5.73 ± 0.77 29.30 ± 7.38 12.55 ± 6.78 0.440 ± 0.111 2.63 ± 0.68

889 9.33 70.0 54.57 0.933 5.61
HOu10 536 181 ± 61 7.21 ± 0.8 30.87 ± 9.28 14.25 ± 7.59 0.464 ± 0.118 2.85 ± 0.70

593 9.81 71.85 51.42 0.910 5.59

Note. The second row of each conducted simulation represents the maximum values with respect to all N tracked dust
devils fulfilling equation (2).

direction of 13.92◦ (HOu2.5), 8.20◦ (HOu5), 6.55◦ (HO7.5), and 6.61◦ (HOu10). This agrees with observa-
tions of Lorenz (2016), who showed that dust devil migration directions follow the ambient wind but with a
standard deviation described by arctan(R∕U) with U being the ambient wind speed and R being a constant
that depends on the regarded data set.

The total number of detected vortex tracks between 9,000 and 14,400 s is much higher for simulation HOu5
(9,111) than those for HO (1,952) and HOu2.5 (4,309) but still less than the number for HOu7.5 (14,226)
or HOu10 (23,882) indicating that even stronger background winds trigger the development of vertical vor-
tices. This is because of the increased near-surface wind shear, whereby additional horizontal vorticity is
generated, which is then tilted into vertical vorticity via the twisting term (see Raasch & Franke, 2011). At
the same time, vortices become more and more unstable due to higher turbulence that occur together with
higher background winds. Further turbulence then favors the decay of coherent structures like dust devils,
which results in shorter averaged lifetimes (see the bulk characteristics in Table 4). As explained by Raasch
and Franke (2011), the decrease of longer-lasting, well-developed dust devils can be additionally explained
by the more shear-dominated conditions, which inhibit persistent, convective cells essentially needed for
the generation and maintenance of dust devils.

The interaction between reduced averaged lifetimes and increased total numbers of vortex tracks in case of
higher background winds is illustrated in Figure 8, which shows the cumulative number of vortex tracks
having a lifetime greater or equal to the respective value on the x axis. It can be seen that no- and low-wind

Figure 8. Cumulative number of vortex tracks between 9,000 and 14,400 s as a function of the vortices' lifetime for
simulations HO, HOu2.5, HOu5, HOu7.5, and HOu10. The colors were chosen in a way that higher wind speeds have
darker blue tones.
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Figure 9. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO,
HOu2.5, HOu5, HOu7.5, and HOu10. The colors were chosen in a way that higher wind speeds have darker blue tones.
The dashed lines indicate fitted power laws using nonlinear least squares analysis.

situations produce more longer-lasting vortices than under strong-wind conditions. For short-lived vortices,
the exact opposite is the case.

Table 4 also shows that the impact of the background wind velocity on the number of detected vortex tracks
satisfying equation (2) is less distinct. For a moderate increase of the background wind of 2.5 and 5.0 m/s the
number of tracks (1,460 for HOu2.5 and 1,889 for HOu5) increases by a factor of about 2 in comparison to
the windless simulation HO (861). For stronger background winds of 7.5 or 10.0 m/s the number of tracks
decreases drastically to 1,143 and 536, respectively. This behavior is a consequence of both effects described
above: an increasing total number of detected tracks accompanied by decreasing averaged lifetimes at higher
background winds. For winds up to 5 m/s the increase of tracks is more pronounced in the statistically
analyzed data than the decline in lifetime. Therefore, the number of tracks with a duration of at least 120 s
increases, too. For geostrophic winds above 5 m/s, however, the overall increase of tracks is less pronounced
than the decline in lifetime, which results in lower values for N.

The quantitative impact of different background winds on the maximum core pressure drop occurring dur-
ing each track is presented in Figure 9 (for excat values see Table 4). The plots' average maximum core
pressure drop increases from 9.01 to 10.18, 11.61, 12.55, and 14.25 Pa having confidence intervals of [8.71 Pa,
9.30 Pa], [9.90 Pa, 10.46 Pa], [11.34 Pa, 11.88 Pa], [12.16 Pa, 12.94 Pa], and [13.61 Pa, 14.89 Pa] for the simu-
lations HO, HOu2.5, HOu5, HOu7.5, and HOu10, respectively. This shows that higher background winds
result in more intense vortices, shifting the maximum number of detected vortex tracks to higher maxi-
mum core pressure drop values. The higher relative number of intense vortices can be explained by the
increased near-surface shear due to stronger background winds, whereby the horizontal component of rota-

Figure 10. Vertical cross section of vertical velocity at 10,800 s, averaged along y and over the previous 900 s for
simulation HE.
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Figure 11. Horizontal cross section of the u component of the horizontal velocity at 5-m height and at 10,800-s
simulated time for simulation heterogeneous. The dashed line represents the border between the differently heated
areas (left: less heated, right: stronger heated). Detected vortex centers are depicted as yellow dots.

tion increases, which contributes via the twisting term to larger vorticity, dust devil tangential velocity, and
pressure drop values (see Table 4 and Raasch & Franke, 2011). In addition, the total maximum core pressure
drop increases compared to HO but does not change significantly with background wind. The combination
of a nearly constant total maximum pressure drop with an increased number of intense vortices within the
population results in less steep differential power law slopes of −2.21 (HO), −1.83 (HOu2.5), −1.44 (HOu5),
−1.26 (HOu7.5, −1.88 if the bin with the second highest number is used as indicated in Figure 9), and −1.56
(HOu10). A meaningful comparison to observational data is still pending due to missing database.

All in all, high background winds are beneficial to the production of more intense vortices, but the number
of long-living vortex tracks (several minutes) decreases drastically if a certain threshold velocity is exceeded.
Therefore, light or moderate background winds, as they are typically present in regions of high dust devil
occurrence (Jemmett-Smith et al., 2015), should be also included in future LES of dust devils to represent
their observed intensity more accurately.

3.4. The Effect of Heterogeneities
To quantify the effect of heterogeneities on the intensity of dust devils, a striped pattern of heating is imposed
in simulation HE: The left half of the model domain's surface (0 m ≤ x < 2,000 m) is heated with a surface

Figure 12. Spatial distribution of all 1,298 vortex tracks between 9,000 and 14,400 s derived from simulation HE. Each
vortex center is represented by a dot. The color of the dot codes the simulated time at detection. The dashed line
represents the border between the differently heated areas.
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Figure 13. Horizontal cross sections of the instantaneous vertical velocity at 10-m height after 10,800-s simulated time
derived from simulation HE. Detected vortex centers are depicted as yellow dots. The dashed line represents the border
between the differently heated areas.

heat flux of 0.12 K·m·s−1 and the right part (2,000 m ≤ x < 4,000 m) with 0.36 K·m·s−1, resulting in the same
net surface heat flux of 0.24 K·m·s−1 as applied in all previously presented simulations of this study.

Due to this differential heating, a secondary circulation develops (e.g., Avissar & Schmidt, 1998; Letzel &
Raasch, 2003), in which air rises above the stronger heated region (x = 3, 000 m) and sinks above the less
heated region (x = 1, 000 m, Figure 10). Due to mass continuity, this pattern is associated with a low-level
convergence line above the stronger heated region, where dust devil centers seem to cumulate (Figure 11).
Keep in mind that due to the staggered grid used in PALM, the horizontal velocity components are vertically
shifted by half the grid spacing. Therefore, Figure 11 shows the horizontal cross section of the u component
in 5 m and not in 10 m.

The spatial distribution of vortex tracks (Figure 12) indicates that dust devils are mostly generated over the
stronger heated area close to the convergence line and are then advected toward it. Because the heating
might not be sufficient for the development of dust devils, only a negligible amount is generated in the less
heated region. Indeed, the upward vertical velocities associated with the cell edges and vertices (Figure 13)
are lower in the less heated region than in the stronger heated region, making the less heated region less
favorable for the development of dust devils. Moreover, the cells above the stronger heated region are more
dense than above the less heated region, containing more vertices responsible for generating dust devils. This
compression is a result of the secondary circulation, which low-level convergence compacts the cells above
the stronger heated region, whereas the low-level divergence broadens the cells above the less heated area.

The number of detected vortex tracks with a lifetime >120 s decreases by about 50% for HE in comparison to
HO, which is mainly due to geometric reasons (area of intense heating is halved, Table 5), and the secondary
circulation: The subsidence of air together with the small magnitude of the heat flux over the less heated
region prevents the development of dust devils, whereas dust devils are triggered along the convergence
line and by the high heat flux above the stronger heated region more frequently. The stimulation of vertical
vortices along the convergence line is mainly due to the fact that air parcels flowing toward each other tend
to produce rotation in a horizontal plane and, consequently, vortices with a vertical axes.

Table 5
Dust Devil Characteristics Derived From Simulation HE

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
463 300 ± 256 1.09 ± 0.53 21.19 ± 4.72 11.15 ± 7.23 0.485 ± 0.125 2.61 ± 0.75

2,163 2.95 47.24 60.26 1.097 6.03

Note. The second row represents the maximum values with respect to all 463 dust devils fulfilling equation (2). HE =
heterogeneous.
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Figure 14. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HO
(blue) and HE (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. HE =
heterogeneous; HO = homogeneous.

The mean lifetime, translation speed, and radius values do not change significantly compared to HO
(a little higher values for HE). However, the mean of the maximum core pressure drop increases from 9.01 Pa
for HO to 11.15 Pa for HE with a confidence interval of [10.49 Pa, 11.81 Pa], indicating that more intense
vortices are produced in simulation HE. This is additionally supported by a higher overall maximum of the
pressure drop, increasing from 44.03 Pa (HO) to 60.26 Pa (HE). The more intense vortices during simula-
tion HE are caused by the higher sensible surface heat flux in the stronger heated region, which directly
produces stronger vortices as theoretical models of Renno and Ingersoll (1996) and Renno et al. (2000), and
Renno et al. (1998) suggest. Additionally, the secondary circulation induces a low-level wind that is favor-
able for the production of more intense vortices due to additional shear similar to the simulations with an
imposed geostrophic wind (see section 3.3). Consequently, the dust devil's vorticity and tangential velocity
values increase.

The line plot shown in Figure 14 underlines again the production of more intense vortices in HE compared
to HO. Although only half as many dust devils as in HO were recorded, the number of dust devils for the bins
with high maximum core pressure drops increases significantly compared to HO. In total, the core pressure
drop data can be approximated with slopes of −1.38 (HO, −2.13 if the bin with the second highest number
is used as indicated in Figure 14) and −1.68 (HE).

To isolate the effect of the secondary circulation from the higher surface heat flux in one half of the mod-
eling domain, a homogeneous simulation with a sensible surface heat flux of 0.36 K·m·s−1 was conducted
(HOhf, results not shown). If the increased surface sensible heat flux was the only reason for the increased
vortex strength, more stronger vortices than in simulation HE would occur because the surface heating
of 0.36 K·m·s−1 covers the whole model domain instead of the half as in simulation HE. However, though
more and stronger vortices occur in HOhf than in the homogeneous simulation with a net sensible sur-
face heat flux of 0.24 K·m·s−1 (HO), there is no significant difference concerning the mean maximum core
pressure drop between the stronger heated homogeneous (HOhf, 11.35 Pa ± 6.52 Pa, confidence interval of
[11 Pa, 11.35 Pa]) and the heterogeneous simulation (HE, 11.15 Pa± 7.23 Pa, confidence interval of [10.49 Pa,
11.81 Pa]). In fact, the overall maximum pressure drop in HE (60.26 Pa) is even higher than in simulation
HOhf (55.57 Pa). Thus, it can be concluded that the structure of the surface heating and the resulting sec-
ondary circulation has a significant impact on the formation of vortices by allowing the development of
stronger dust devils.

Another variable probably affecting the generation of vortices is the width of the surface heterogeneity. To
address this, additional simulations with a striped pattern and a width of 2 km (HE2), 8 km (HE8), and 16 km
(HE16) have been conducted (results not shown). Simulation HE2 has the same horizontal domain like HO
(4 km × 4 km), while the simulations HE8 and HE16 have a horizontal domain of 8 km × 4 km and 16 km
× 4 km, respectively, to capture the larger strip widths. In simulation HE2 the vortices are weaker in com-
parison to the above-described simulation with a width of 4 km (HE), whereas stronger vortices appear for
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Figure 15. Horizontal cross sections of the instantaneous vertical velocity at 10-m height after 10,800-s simulated time
derived from simulation HEv5. Detected vortex centers are depicted as yellow dots. The dashed line represents the
border between the differently heated areas.

stripes of 8 km (HE8) and even stronger ones for stripes of 16 km (HE16), which is in agreement with pre-
vious studies showing that the secondary circulation intensifies with increasing width (Avissar & Schmidt,
1998; Letzel & Raasch, 2003; Shen & Leclerc, 1995).

3.5. The Effect of Background Wind on a Heterogeneous Simulation
By imposing an additional background wind on a heterogeneously heated simulation, it is expected to
combine the effects of heterogeneity and wind, resulting in even stronger vortices. For this reason, we
extended the setup of the heterogeneously heated simulation HE with a geostrophic wind of 5 m/s to test
this hypothesis (simulation HEv5). In contrast to the homogeneous simulations, the direction of the back-
ground wind matters. A background wind perpendicular to the heterogeneity would weaken the secondary
circulation (e.g., Avissar & Schmidt, 1998; Letzel & Raasch, 2003) and the effect on dust devils. Therefore,
the background wind is imposed parallel to the heterogeneity (i.e., in positive y direction).

In simulation HEv5 a secondary circulation and a convective cell pattern similar to simulation HE develop,
but with structures more and more aligned along the y axis (see Figure 15). In addition, less intense con-
vective cells occur over the less heated patch. Due to the additionally considered background wind, the
low-level convergence line shifts to the left during the simulation (not shown). This is a result of the Cori-
olis force, generating a negative u component at the surface that accelerates with time (see Figure 5). As

Figure 16. Number of vortex tracks as a function of each track's maximum core pressure drop for simulations HE
(blue) and HEv5 (red). The dashed lines indicate fitted power laws using nonlinear least squares analysis. HE =
heterogeneous.
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Figure 17. Horizontal cross section of the u component of the horizontal velocity (averaged over the previous 900 s) at
5-m height and at 10,800-s simulated time for simulation HEv5hr. The dashed line represents the border between the
differently heated areas.

in the previous simulations, most vortices are located at the cell edges and vertices. Besides, the vortices
are primarily generated above the stronger heated region and are advected toward the convergence line of
the secondary circulation (as in simulation HE). In addition to the movement in x direction caused by the
secondary circulation, the vortices also move with the imposed background wind in y direction.

Figure 16 shows the number of detected vortex tracks having a certain maximum core pressure drop for
simulations HE and HEv5. The total number of vortices with a duration of at least 120 s is larger in sim-
ulation HEv5 (1141) than in simulation HE (463) due to the overall increase of tracks by the additional
shear as a result of the background wind (see discussion in section 3.3). The occurrence of intense vortices
also increases in simulation HEv5, which is indicated by the mean maximum core pressure drop, which
increases from 11.15 Pa for simulation HE to 14.25 Pa for simulation HEv5, with a confidence interval of
[13.58 Pa, 14.93 Pa] and with the strongest vortex in HEv5 having a core pressure drop of 95.44 Pa. Addition-
ally, Figure 16 displays differential power law slopes of −1.56 for HE and −1.16 for HEv5. The changes in
the other dust devil characteristics caused by a moderate background wind in a heterogeneous environment
demonstrate a similar picture as those already discussed in section 3.3, where a geostrophic wind of 5 m/s
was imposed on simulation HO.

3.6. Combined Effect of All Factors Enhancing Vortex Strength
As shown in the previous subsections, the physical parameters of background wind and surface heterogene-
ity and a high spatial resolution as a numerical parameter enhance the strength of simulated vortices. Now,
we combine all parameters in a final simulation, that is, a heterogeneous surface with a striped pattern of
4-km width, a background wind of 5 m/s parallel to the pattern of heating, and a high spatial resolution of
2 m.

Figure 17 shows the location of the convergence line for simulation HEv5hr in a horizontal cross section of
the u component at a height of 5 m after 10,800-s simulated time. As in simulation HEv5, the convergence
line of the secondary circulation is shifted to the left during the simulation. At the end of the simulation,
the convergence line is located close to the border of the differently heated areas.

The convective cell pattern at the first grid point above the surface is less pronounced in HEv5hr compared
to HEv5 (see Figure 18). In HEv5hr, much more finer structures are resolved, which appear as streaks mostly
orientated along y due to the imposed background wind. However, the displayed height is 2 m instead of
10 m, which makes a direct comparison to Figure 15 difficult. For example, small structures, which occur in
particular just above the surface, are only represented in horizontal cross sections extracted at several meters
height. Nevertheless, the usage of 2 m as the analysis height is much more meaningful since observations
of parameters describing dust devils are mainly carried out at height levels less than 10 m (e.g., Metzger et
al., 2011; Tratt et al., 2003). Further away from the surface (100 m), the cellular structure is also strongly
modified by the background wind and the secondary circulation. Besides, vortices are again mainly located
over the stronger heated area close to the current position of the convergence line, where strong updrafts
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Figure 18. Horizontal cross sections of the instantaneous vertical velocity at 2-m (top) and 100-m (bottom) height after
10,800-s simulated time derived from simulation HEv5hr. Detected vortex centers are depicted as yellow dots.

occur and structures are merging. After the generation of the vortices, they are advected toward the low-level
convergence line (not shown).

The distribution of the maximum core pressure drop is given in Figure 19 showing a quite gradual differen-
tial power law slope of −0.96 due to the lack of very strong and long-living vortices. Nevertheless, vortices
are much stronger than in all previous simulations. Two vortices occur with a maximum core pressure drop
of more than 200 Pa, with the strongest vortex having a value of 218.93 Pa, which is very close to the range of
observed intensities (250 to 450 Pa, Kanak, 2005, 2006; Sinclair, 1973). Besides the increased vortex strength,
the number of detected vortex tracks with a duration of at least 120 s decreases substantially (193), which
supports the findings of Raasch and Franke (2011), where for the 2-m run in combination with a background
wind of 5 m/s significantly less centers and well-developed tracks than in all other runs were detected. The
strong decrease of dust devil-like structures was not really expected because of the 2.5 times higher number
in simulation HEv5 compared to HE and more dust devil detections during the high-resolution run pre-
sented in section 3.2. Anyhow, the reason for the low number of detected vortex tracks with a duration of at
least 120 s is, first, the reduced averaged lifetime of dust devil-like vortices for high-resolution runs as dis-
cussed in section 3.2. This counteracts the overall increase of vortices with decreasing grid spacing. Second,
values of 120 s and more belong to the longest registered lifetimes (not shown). At such lifetimes, a further
increase in background wind reduces the number of tracks (see Figure 8). Moreover, the secondary circula-
tion can also be interpreted as an additional background wind, which reduces the number of vortices with
a lifetime of at least 120 s even further.

Finally, Table 6 gives an overview of dust devil characteristics. For HEv5hr, the interaction of the high reso-
lution, background wind, and secondary circulation result in shorter lifetimes than for HEv5 (as explained
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Figure 19. Number of vortex tracks as a function of each track's maximum core pressure drop for simulation HEv5hr.
The dashed line indicates a fitted power law with a slope of −0.96 using nonlinear least squares analysis.

above). However, lifetimes around 200 s (several minutes) still agree well with observations (Balme & Gree-
ley, 1998). The migration velocity resembles the ones of simulation HEv5 and HOu5, whereas the mean
radius is much smaller due to the finer resolution. In line with the pressure, also mean vorticity and tan-
gential velocity values increases a lot compared to HEv5. The confidence level of the mean maximum core
pressure drop is [56.76 Pa, 69.27 Pa].

Run HEv5hr was repeated but with slightly different initial conditions with respect to the random pertur-
bations, which were imposed on the horizontal velocity field in the beginning (see section 2.1). That way,
the statistics of dust devils for HEv5hr could be improved. All in all, three vortices occur with a maximum
core pressure drop of more than 250 Pa, with the strongest vortex having a value of 306.17 Pa, which is well
in the range of observed intensities (250 to 450 Pa, Kanak, 2005, 2006; Sinclair, 1973). Note that these three
vortices are the first simulated vortices as intense as observed dust devils.

4. Summary and Conclusion
The purpose of this study was to examine the effect of grid spacing, background wind, and surface heat flux
heterogeneities on simulated dust devil-like vortices with the aim of simulating vortices as strong as observed
in nature. Though previous studies could successfully reproduce the characteristic structure of dust devils,
the core pressure drop of the simulated vortices was almost 1 order of magnitude too small (e.g., Cortese &
Balachandar, 1993; Gheynani & Taylor, 2010; Ito et al., 2013; Kanak et al., 2000; Raasch & Franke, 2011).

As a first step, we analyzed the effect of the LES model resolution. Due to an increased resolution of the vor-
tex microstructure, dust devil-like vortices are more numerous and the core pressure drop is more intense,
which is in accordance with a previous study by Raasch and Franke (2011).

Another factor known to enhance vortex strength is an imposed background wind (e.g., Raasch & Franke,
2011; Sinclair, 1969). While Raasch and Franke (2011) found a background wind of 2.5 m/s to cause the
largest increase in vortex strength, this study shows that the ideal wind speed concerning the averaged vortex
strength seems to be higher (though the exact optimum wind speed was not determined). However, the

Table 6
Dust Devil Characteristics Derived From Simulation HEv5hr

N 𝜏 vtmean
rmean |p|max |𝜁 |max ⟨utan⟩max

(s) (m/s) (m) (Pa) (s−1) (m/s)
193 200 ± 93 3.86 ± 0.72 5.37 ± 1.66 63.02 ± 44.06 5.01 ± 1.81 5.66 ± 2.02

729 5.63 17.40 218.93 9.78 11.28

Note. The second row represents the maximum values with respect to all 193 dust devils fulfilling equation (2).
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number of detected dust devils lasting several minutes decreases drastically if a certain wind speed threshold
is exceeded.

Heterogeneous surfaces, which are found in observations to increase vortex strength (Renno et al., 2004;
Sinclair, 1969), were never before considered in numerical simulations of dust devils. We examined the effect
of a 1-D striped heating pattern. Due to a developing secondary circulation (e.g., Avissar & Schmidt, 1998),
the convective cells over the stronger heated area are more intense and compact, leading to an increase in
vortex strength. Interestingly, the simulation shows that dust devils accumulate at the low-level convergence
line above the stronger heated region and not at the border of surface heterogeneities as observations suggest
(Renno et al., 2004; Sinclair, 1969). Since this study has only focused on heat flux heterogeneities and not
on roughness heterogeneities, which might be the more significant heterogeneity in the above-mentioned
observations, further investigations are necessary.

A final simulation combined all previously studied effects. The simulation featured a grid resolution of 2 m,
a background wind of 5 m/s, and a surface heating heterogeneity. The combination of all features leads to a
significant increase in dust devil intensity. It also leads to a maximum core pressure drop of 306 Pa, which
agrees well with observed values ranging from 250 to 450 Pa. This simulation is the first to produce dust
devil-like vortices with observed intensities.

However, this study should be seen as a first step toward the simulation of dust devils with observed inten-
sity. Individual influences, especially that of heterogeneities introducing baroclinity and hence an additional
source of vorticity, need to be investigated more carefully in follow-up studies. Due to the erratic occur-
rence of dust devils, future studies should also extend the model domain or simulation time, which have
been limited in this study due to computational restrictions. In this way, the statistics on dust devils inten-
sity can be improved, especially with respect to the strongest and therefore rarest dust devils. Also, an
ensemble-based approach would improve the statistics even further. However, the general tendencies of grid
spacing, background wind, and surface heat flux heterogeneities on the intensity could be shown clearly.

In the future, we want to investigate the statistics of dust devils with observed intensity in more detail.
Especially, the three-dimensional structure, correlations between dust devil features, the initial generation
process, and the mechanism of maintaining dust devils will be addressed by using a nesting technique,
which has been recently implemented in PALM and which will allow for near-surface grid spacings of 1 m
and below. Our future studies will also incorporate laboratory studies to represent atmospheric convection
and hence dust devil-like structures. The barrel of Ilmenau, which is a large-scale experimental facility to
investigate turbulent convection, will be an appropriate environment for these studies (e.g., du Puits et al.,
2013). Such a controlled environment will allow the derivation of similar statistics as done in the simulations
presented here (and which are almost impossible to derive in a real-world environment). By comparing dust
devil-like structures in simulations and laboratory, we will be able to identify and to understand distinct
differences and, if necessary, figure out appropriate ways to improve our simulations toward reality even
further.

Acronyms
CBL Convective boundary layer
LES Large-eddy simulation
PALM The Parallelized Large-Eddy Simulation Model
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